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ABSTRACT

In this paper we look at the problem which is the back-
ground subtraction algorithms when dealing with complex,
or real-world, background, as background subtraction is a
vital step for Computer Vision. We will be measuring the
effectiveness of each background subtraction algorithm of
handling a real-world scene and subtracting the unwanted
background elements as well as the time taken to complete
each data set.

The data taken from this experiment can show that certain
algorithms are suited to specific tasks and by joining them
and we could successfully remove a complex background.

Keywords: Computer Vision, Image Subtraction, Com-
plexe scene

1. INTRODUCTION

Background subtraction is a vital step for Computer Vi-
sion and it is the process of removing the background of
an image in order to establish the motion and objects in
the foreground for further analysis [13] and has many uses
in topics such as surveillance based motion-tracking [5] and
object classification [11] as well as monocular [1, 15], multi-
camera motion capture methods [10, 6, 3, 14] and object
reconsturction methods [9, 2]

Current areas of research includes background subtrac-

tion using unstable camera where Jodoin et al. [5] present
a method using the average background motion to dynami-
cally filter out the motion from the current frame, whereas
Sheikh et al. [13] proposal an approach to extracting the
background elements using the trajectories of salient fea-
tures, leaving only the foreground elements.
Other indirect solutions to subtracting can be found with
research into cameras capable of accurately capturing the
depth as well as a full colour image by emitting light to
the scene and measuring the time it takes to return to cal-
culate the distance of an object [4],these approaches solve
the background subtraction problem by allowing users to
set depth thresholds, and ignoring any depth greater than
the threshold. Research has also looked into creating the
same effect buy with standard cameras without the use of
any special kit or photography conditions, where the depth
can be calculated using the amount of blur made by a coded
aperture [7] as well as calculating the depth from a single
image using a multi-scale local and global features Markov
Random Field [12].

Dr. Honghai Liu
Intelligent System and Robotics

University of Portsmouth
Honghai.Liu@Port.ac.uk

A complex background was described by Li et al. [8] and
Sheikh et al. [13] as a background with moving background
elements with are not wanted in the foreground, so a com-
plex background can be thought of as a real-world back-
ground.

Our goal in this paper is to evaluate different background
subtraction algorithms against using criteria such as the
quality of the background subtraction and speed of algo-
rithm to assess the algorithms value as a background sub-
traction algorithm and its projected performance as a real-
time complex-background subtraction algorithm, and to sug-
gest an algorithm or the combination of algorithms that can
balances speed with quality.

The remained of this artohicle is organized as follows. Sec-
tion 2 gives an account of how we tested the algorithms. Out
results are described in section 3. Section 4 discusses the re-
sults and Section 5 concludes the paper.

2. EXPERIMENT
2.1 TheExperiment Plan

The purpose of the experiment is to measure the effective-
ness of each background subtraction algorithm of handling a
real-world scene and subtracting the unwanted background
elements and leaving only the wanted foreground elements.
To test each algorithm, a comparison would have to be made
to determinant what pixels are foreground and which are
background like a ”Ground Truth”. In order to test the
algorithms on everyday type data, 7 different everyday mo-
tions were chosen to form our dataset. These motions were:
Drinking, Jogging, Bending over, scratching head, Sitting
down, Standing up and walking.

Creating the ground truth image for each frame of each clip
would very time consuming and creates a result which is bias
against in the interoperation of the foreground and back-
ground elements. To automate this process, a method used
mainly for visual effects, was employed to ensure the final
result was not bias against interoperation or favour a certain
algorithm. This method is called "Chroma Keying” where an
actor is filmed against a green screen, and the green screen
is removed, and allows the foreground actor element to be
extracted. Although this is synthetic data, it comprises of
all the elements which would be found if it was filmed all to-
gether, with only a few artefacts from the compositing stage
and spill suppression stages. These artefacts can be seen as
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(a) Background plate

(b) Green Screen

(c) Composite Image

(d) "Ground-Truth”

Figure 1: Creation of the synthetic dataset

(a) shows the clean background plate consisting of the com-
plex background, (b) shows the actor on the green screen,
(c) shows the final result when the green screen has been
Chroma keyed out and superimposed over the background
plate and (d) shows the auto generated "Ground-Truth” cre-
ated by clamping the Chroma keying colour values.

the 1 pixel highlighted area around the top of the subjects
head.

Fig. 1 shows the different stages of creating synthetic data
and how the different elements came together to create the
final data set. Fig.1l.a shows a still frame from the com-
plex background footage we filmed with the naturally flow-
ing motion of the binds. Fig.1.b is a still frame from the
green screen footage recorded in a controlled environment
to minimize the time to extract the foreground elements.
Fig.1.c shows a still frame from the final composite film
where the foreground elements from the green screen have
been placed in front of the complex background footage.
Fig.1.d is the "Ground Truth” that was generated as a re-
sult of the Chroma keying process alpha channel has been
converted to a Boolean value of true or false and then con-
verted into a black and white image based of the value. This
allows us to know if the subject was present in that pixel or
weather the subject was not present.

As a number of different background algorithms were chosen
to be compared; the algorithms would have to be in the same
code format to ensure the speed was not being influenced by
the code base of the platform it was running on. Because
if its use in academic research and as researchers are more
inclined to give code for testing than commercial companies,
MATLAB was chosen. Three algorithms were used as they
were all written by the same author and used MATLAB.
These were the; "Frame Difference”, "Approximate Median”
and "Mixture of Gaussians” methods

A fourth algorithm was written by us using the most basic
background subtraction method, which was written in the
same coding structure as the frame difference method so to
not bias the speed results by optimizing code. This is called
the "Back Plate Difference” method.

2.2 TheAlgorithms

The Back Plate Difference algorithm is the most basic of
the algorithms in where the pixel values are compared to an
original clean back plate image and determines if the pixel
is foreground of background.

| fi — bgpt| > Ts

F' is the frame, i is the frame number, bgpt is the clean back
plate image, T is the threshold and s is the threshold value.
This algorithm takes no motions nor any machine learning
method so the back ground model will not change or update
based off the complex background motion.

The second algorithm is the Frame Difference algorithm.
The Frame Difference algorithm is similar to the Back Plate
Difference method, but compares the frame with the frame
before, therefore allowing for scene changes and updates.

|fi — fi—1| > Ts

F is the frame, i is the frame number, T is the threshold
and s is the threshold value. This allows for slow movement
update as the scene changes.

The Approximate Median algorithm takes the median value
of a set number of previous frames to construct a back plate
model, and compare the pixels in the same way as the Frame
Difference algorithm. Unlike the Frame Difference, the back-
ground model is “"burnt” by the foreground objects over time,
allowing for foreground objects to move into the background
if present for long enough.

@ =(fi — fic1— fi—z fin) > Ts) = (oi+=1) —
(oi—=1)

T is the median image of the frames, f is the frame, i is
the frame number, T is the threshold and s is the threshold
value, and o is the back plate model.

The last algorithm is the Mixture of Gaussians method. This
algorithm converts each pixel into a Gaussian model and
calculates the probably of the image based off the sum of
the models.

fliv=p) =" wie n(p,o)

fis the frame,n (u, 0) is the is the Gaussian component, K is
the number of Gaussians per pixel.

2.3 Testing of the Algorithms

To test the effectiveness of the algorithms, each pixel in

each of the images was tested against the pixels from the
ground truth. As each image is either black or white, it
could be through of a Boolean value, that if it is black it
is false and therefore background. The time results of each
data set were normalized to allow for direct comparison be-
tween methods.
Testing the speed of each algorithm required the algorithm
to be run 100 times and retreating the average time. This
was to compensate for any background tasks taking place
in either the programme or the operating system. This was
not preformed on the mixture of Gaussian algorithm as each
frame took an average of 11 seconds, and the data set was
too large to run through 100 times.



3. RESULTS

As Table one shows the quality of the each dataset using
the different Algorithms, where all methods preformed be-
tween 80-90
Table two shows the average speed of each of the algorithms,
for each of the datasets, when run 100 times. Method 4,
Mixture of Gaussian, was the only method not 100 times
as each frame took an average of 11 seconds to compute.
These figures would suggest that these all but the Mixture
of Gaussian method, would be suitable for real-time applica-
tions where the algorithm would be required to run between
30-60 times a second.

Table 1: Percentages match between methods and "Ground
Truth”

Motions A B C D
Drinking | 90.78% 82.12% 89.52% 83.78%
Jogging | 88.24% 88.88% 92.14% 88.20%
Bend over | 91.26% 88.22% 83.40% 90.19%
Scratch head | 88.18% 84.78% 90.56% 86.15%
Sitting down | 88.51% 80.07% 82.28% 81.68%
Standing up | 89.40% 83.82% 80.99% 83.78%
Walking | 88.47% 89.81% 94.22% 90.01%

Table 2: Average Speed of Algorithm

Motions A B C D
Drinking | 0.0507 0.0004 0.3301 10.6954
Jogging | 0.0507 0.0025 0.0691 10.8219
Bend over | 0.0492 0.0819 0.0730 12.2895
Scratch head | 0.0450 0.0850 0.0718 10.6132
Sitting down | 0.0420 0.0692 0.0662 10.850
Standing up | 0.0416 0.0747 0.0529 12.7196
Walking | 0.0319 0.0129 0.0541 10.5202

4. DISCUSSION

As table 1 indicate, the percentages of correctly identi-
fied pixels are between 80-94%. Back plate difference has
the highest number of correctly identified pixels in four out
of the seven data sets, with Approximate Median claiming
the highest number of correctly identified pixels in the other
three data sets.

As table 2 shows, the time taken to complete an average
frame of the data set. The time taken varies from 0.0004
seconds to 12.7196 seconds per frame. FEach of the algo-
rithms were run 100 to calculate the average time for each
frame to ensure that the operating system did not interfere
or influence the speed results, apart from the Mixture of
Gaussian

The Back plate difference algorithm provides constantly good
results, but as the algorithm is based around removing a
static background, the complex back ground could still be
present. The algorithm did the worse of correctly identi-
fying pixels in the walking data clip, but overall maintains
an identification rate of between 88-91%. The speed of the
Back plate difference algorithm was the fastest in four out
of the seven datasets.

With the Frame Difference algorithm, the correct identifica-

tion rate is lower than of the Back Plate Difference, rang-
ing between 66-88%. As the method takes into the account
the scene transforming and moving over time, this method
has a better idea of what is going on in the scene, there-
fore being able to suppress the background motion. This
is the only algorithm to correctly identify the motion of
the complex background, but has problems with identify-
ing the foreground objects correctly. The Frame difference
algorithm was statically the second faster’s algorithm, being
the fastest time for three of the seven data sets.

The Approximate Median method provided three of the top
seven results in terms of highest percent of correct pixel iden-
tification, but also had the most varied results with a range
between 80-94%. The main problem caused by this problem
is the "burring” effect that allows for static foreground ob-
Jjects to become part of the background. The resulting image
is visual similar to the result of that of the Back plate Differ-
ence. The Approximate Median algorithm was a close third
place on the speed tests, being only slightly slower than that
of the Frame Difference or the Back Plate Difference speed
test times.

The Mixture of Gaussian algorithm produced medico re-
sults, which varied between 81-90%. This method even got
the worse percentage of correctly identified pixels for one
clip. The rustling image also looked rather noisy in places.
With the speed tests, the algorithm was not able to be run
100 to get an average running time, and taking an average
of 11 seconds per frame.

With the Mixture of Gaussian method providing medico re-
sults and a slow speed, in comparison to the rest of the speed
results, the Mixture of Gaussian should not be in any ap-
plication designed for real-time usage, it does not seem to
update or handle the complex background at any stage.

The approximate median has promising results, similar to
that of Back Plate Difference in the speed result and back-
ground /foreground detection, but the ”burning” can be a
issues with fast moving motion especially when the subject
has stayed still to allow the burning to accumulate before
the subject moves on, creating a patch of false negative.

With the back plate difference, the results were the top four
for the number of matching pixels and the top four fastest
datasets. The results show that this is defiantly a quick and
relatively easy way to remove a background. When looking
at the image data produced by the back plate difference, the
complex background is instantly noticeable. Although the
results are the highest in all the tests, the algorithm does
not remove or to some degree even suppress the unwanted
motion of the complex background.

The only algorithm capable, within this experiment, of re-
moving a complex background is the frame difference algo-
rithm. This is because the model updates each frame, and
checks for movement or motion through a frame, allowing
for the algorithm to ignore background motion and identify
foreground elements. The problem with this is that it does
not handle slow moving foreground objects well.

5. CONCLUSIONS

In conclusion, we have looked at the pros and cons of



each of the algorithms and how only one algorithm is able
to remove unwanted background motion commonly seen in
a complex scene, the Frame Difference algorithm, but how
this lacks the capabilities to identify slow moving sections of
the foreground. Whereas the Back plate difference method
allows for fast and relatively accurate foreground extraction,
but cannot deal with the complex background as the back-
ground model used does not update or change. What could
be done is use the both the Frame Difference combined with
the Back Plate Difference using a special function to sup-
press the complex background motion.
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